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Abstract

This paper discusses a technique to structure ut-
terance records of the meetings for requirements elic-
itation based on speech act theory. To elicit require-
ments to the system to be developed, the customers
and the developers often have a series of face-to-face
meetings. Utterances in verbal conversation made dur-
ing the meetings include not only declarative informa-
tion but also speech acts such as “commitment”, “sup-
porting a solution”, “explaining a rationale” and so
on. Extracting this information leads to clarifying cus-
tomers’ intent, decision rationale, and what problems
have not been solved yet and remain unsolved in re-
quirements elicitation phase. The point is how we ez-
tract speech acts from utterances and hold structurally
them so as to use them afterwards. Our emphasis is on
specific words (called keywords) included in utterances.
These keywords can suggest what topics are discussed
in the utterances and which speech acts the utterances
have. Our technique has been assessed by experimen-
tal case studies and we have their good applicability to
actual meetings for requirements elicitation.

1 Introduction

Software development is cooperative work per-
formed by various kinds of persons, e.g. customers,
users, project managers, requirements analysts, de-
signers, programmers and so on. Especially, a require-
ments analysis phase, which is the earliest phase in a
development process, has significant effect on develop-
ing high-quality software efficiently. We have several
methods for requirements elicitation such as scenari-
o analysis[12] and for specifying requirements such as
structured analysis[4] and object-oriented analysis[15,
13], and tried to put them into practice[10]. The es-
sential difficulty to complete requirements elicitation
results from understanding and communication gap-
s between customers and analysts. A requirements
elicitation phase often has two types of human activi-
ties ; the activities in face-to-face meetings which cus-
tomers, users, analysts (interviewers) and so on may
participate in (called meeting activities), and the ac-
tivities of describing specification documents outside
the meetings. These activities are usually repeated
alternately and the specification is incrementally con-
structed. Verbal conversation in these meeting activi-
ties contains very useful information such as decision
rationale which is not written explicitly in specifica-

tion documents. More concretely, utterances in con-
versation contain not only descriptive information but
also speech acts[14] such as “commitment”, “support-
ing a solution”, “explaining a rationale” and so on.
This information is very important and necessary to
elicit exact requirements from meeting activities. The
point is how we extract speech acts from utterances
and hold structurally them so as to use them after-
wards.

Participants in the meetings sometimes misunder-
stand which topics have been decided as a conclu-
sion. That is to say, they have identification gap to
a conclusion. They cannot remember the discussion
process how to come to a conclusion and it leads to
increasing misunderstanding conclusions. It is very
important to record the discussion processes and to
access them during the meetings and when the partic-
ipants describe the documents after the meetings. In
particular, to avoid misunderstanding conclusions, we
should hold structurally utterance records associated
with the speech act information. From maintenance
view, the traceability of requirements is one of crucial
factors[5, 7]. Holding utterance records structurally
and accessing them during a development process al-
low us to trace backward the life cycle of the require-
ments, i.e. to know why and how the requirements
were created.

This paper discusses how to extract significant in-
formation such as speech acts from the utterances and
how to structure them based on the extracted infor-
mation, so that we can get useful information dur-
ing meetings and on composing requirements specifi-
cation. Our emphasis is on specific words (called key-
words) included in utterances. By using the keywords
extracted from an utterance, we identify

1. which parts of the system to be developed the
utterance refers to and

2. which speech acts are included in the utterance.

The former information can be used to partition a
sequence of utterances into segments which refer to
a common topic. By using this information, we can
access the utterance records with a topic.

The organization of the paper is as follows. In
the next section, we will introduce our basic idea,
i.e. what information can be extracted from an utter-
ance sequence by using keywords. In addition, related



work will be referred to. Section 3 will present what
structure and how we can construct from an utterance
sequence by using keywords. Our technique consist-
s of two steps — one is for partitioning the record-
s into segments based on which topics are discussed
in them, and the other is for identifying speech acts
of the utterances and referential relationships among
them. Domain-specific words denoting topics are used
for segmentation in the first step, while keywords de-
noting speech acts are used in the second step. An
example in the section helps readers to understand
our technique. We will also show how useful attach-
ing speech-act tags to recorded utterances are, by the
example. In section 4, we apply our technique to ex-
perimental meetings in order to assess it. The result
will be also discussed. Section 5 will clarify the direc-
tions of future work.

2 Basic Idea

In this section, we show the basic idea, i.e. what
information is needed to structure utterance records
and how we can extract it.

Customers or users and developers usually have re-
quirements elicitation meetings at several times. The
participants in a requirements elicitation meeting are
not so many, e.g. four or five, less than ten. So a
few of them seating side by side don’t discuss local-
ly the specific issues different from what all of them
are discussing. All of them discuss and focus on an
issue at any time. In the first meeting, the customers
explain their initial requirements. After the meeting,
the developers construct their solution to the require-
ments and present it to the customers in the next
meetings. After that, the customers and the devel-
opers may have several meetings until they come to
agreement. Meetings may have several phases — the
phase where the customers explain their requirements
to the developers, the phase where the developers (the
analysts) present their solutions to the customers, the
phase where the participants discuss the solutions to
come to agreement, the phase for negotiating devel-
opment schedule, and so on. Even a meeting can be
divided into these phases. The characteristics of the
participants’ utterances depend on the phase that they
are in. Thus, for each phase, we should design an indi-
vidual structure to hold the utterances. In the case of
a customer’s explanation phase, as Colin Potts et al.
pointed out in [12], the customer presents his or her re-
quirements and the developers ask questions to clarify
their unclear points. In such a phase, we will pro-
vide question-and-answer oriented structure to hold
the utterance records. We should design the different
structures for the other phases.

Each participant has a role such as “customer”,
“analyst” and “user” etc. Their behavior including
giving an utterance depends on their roles and can be
modelled as state transition machine. Each partici-
pant has internal states and his or her internal state
changes by receiving an utterance from the others. A
speech act can be considered as an abstraction of the
utterances that cause the same state-transition pat-
tern. For example, assume that a participant gives an
utterance whose speech act is “proposal”. After the
hearers receive it, they change their internal states to
the state where they should understand his or her pro-

posal and express their positions clearly. Speech acts
and state transitions depend on the phases where the
participants are. Identifying speech acts of utterances
is very helpful to extract their speakers’ intent.

Next, we should consider how to identify a speech
act of an utterance. An utterances may include specif-
ic words, i.e. keywords that can play an important role
on identifying its speech act. Suppose that a partici-
pant gives the utterance “Or shall we ... ?”. From the
keyword “or” and the key phrase “shall we”, we can
identify that the speaker proposes an alternative !. It
means that we can identify a speech act from a part of
the utterance, i.e. keywords and key phrases included
in an utterance, instead of the whole of the utterance.

We can have typical patterns of the sequences of
speech acts occurring in conversation. For example,
it is usual that immediately I send you the speech act
“answering” after you give the speech act “question-
ing” to me. We can get a typical pattern of speech acts
“questioning — answering”. A set of pre-extracted typ-
ical patterns helps us to identify a speech act from the
adjacent utterances.

In addition to speech acts, information about what
an utterance refers to is very important. Even if we
can identify that an utterance have the speech act
“proposing”, it is not so useful until we identify what
the proposal is concerned with. We can also get this
information by focusing on specific words appearing in
the utterance. In particular, if we find domain-specific
words in the utterance, we can guess that it refers to
the corresponding constituents of the system to be de-
veloped. Suppose that a participant say “Or shall we
use a image scanner?”. We pick up the specific word
“image scanner” and understand that this utterance is
concerned with a “image scanner” part of the system.

We list up what information we extract from utter-
ance records to structure them in the following;

e what speech act does an utterance has?
e which parts of the system does it refers to?

Some researchers have studied the application of
speech act theory to modelling information systems.
In the techniques[l, 11, 9], communication in infor-
mation systems is classified by using speech act theory
and then their behavior is modelled. Coordinator|[16]
is a structured E-mail system based on speech ac-
t theory. It has pre-defined transition patterns of
speech acts and prescribes to mail senders and re-
ceivers what action they should perform. That is to
say, they should follow the patterns. It causes user-
s to the restriction of their actions and reduces the
varieties of their actions. In requirements elicitation,
which is a creative task, restricting the participants’
actions is undesirable. In our approach, we never force
the participants to perform restricted actions follow-
ing speech act transition patterns. We use the tran-
sition patterns to extract speech acts from the utter-

IThe sentence “Or shall we ... ?” is a direct translation of
a Japanese sentence to English. Thus we do not assert that
the occurrences of both English word “or” and phase “shall
we” always denote “proposing an alternative”. In the case of
Japanese, we can assert that the corresponding Japanese words
express “proposing an alternative”.



ances that the participants give without any restric-
tions. Inquiry Cycle Model[12] is similar to our tech-
nique in using speech act theory. It captures require-
ments elicitation as inquiry-answer cycle and empha-
sizes classification of “questioning”. To deal with the
other speech acts and with other phases, the enhance-
ment would be needed. Goguen and Linde discussed
the applicability of discourse analysis to requirements
elicitation[6]. Performing discourse analysis complete-
ly including conversation analysis needs much human
efforts. Our technique can be considered as a varia-
tion of conversation analysis. However performing it
has much lower cost because of focusing just on spe-
cific words in utterances.

3 Structuring Utterance Records

3.1 Overview of Our Technique

First of all, we should mention how to record con-
versation, i.e. sequences of utterances made in require-
ments elicitation meetings. Each participant has a
microphone set and it is connected to his workstation
to record his utterances electronically in the worksta-
tion. We can identify who give an utterance because
a microphone is allocated to a participant. When the
participant stops talking in a constant time period,
e.g. 2 seconds, it is identified as a punctuation point
of utterances.

Current techniques on speech recognition and
natural-language understanding do not enable com-
puters to recognize human conversation automatically
yet. In this paper, first of all, we write down tran-
scriptions with text from recorded conversation. We
call them utterance text and we extract significant in-
formation from them. We will discuss the possibility
of automatic processing by using word spotting tech-
nique in section 5.

Figure 1 shows the structure of the information that
we extract from utterance text in Entity Relationship
Diagram form. The solid round boxes and the solid
lines in the figure denote the parts that the technique
mentioned in this paper supports.

Assume that we have a set of keywords (incl.
domain-specific words) and typical patterns of speech
acts. Our technique is shown in the following;:

1. identifying topics which an utterance sequence
refers to by using domain-specific keywords and
partitioning the utterance sequence into segments
based on the referred topics. Each segment may
consist of an utterance or of several utterances
where a specific topic is discussed (Figure 2).

2. identifying speech acts of the utterances in each
segment by using the keyword set and typical
speech act patterns.

3. identifying referential relationships among utter-
ances (“related_to” in Figure 1) by the typical
speech act patterns.

3.2 Example

To explain our technique, we use an example of a
39 minutes’ meeting where an analyst presents his so-
lution to two users. In the example, the system to be
developed is a hyper media system. First, we identi-
fy topics which the participants discuss in utterances
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Figure 3: Occurrences of Domain-Specific Words in
Utterance Records

and partition the utterances into segments. We focus
on the function of renumbering node identifiers in the
hyper media system as an example. We pick up the
words “number”, “renumber”, “change” and “sort”
and their inflections as domain-specific keywords de-
noting the renumbering function. Figure 3 shows the
occurrences of the domain-specific words and its ver-
tical axis expresses how many times the keywords oc-
curred in one minute interval. For example, the words
“number”, “renumber” and their inflections occurred
at five times in the interval between four and five min-
utes after the meeting started. Furthermore the key-
words we picked up often occur in the interval from
four to ten minutes. We could find that the partici-
pants discussed the topics concerned with “number”,
“renumber” | “change” and “sort”. We had this inter-
val as a segment where they discussed the function of
renumbering identifiers. As this example suggests, we
can identify what topics are discussed in which parts
of the utterance records by exploring the occurrences
of domain-specific words.

Figure 4 shows the utterance text of this segmen-
t. Note that we have translated Japanese utterances
directly into the English text shown in the figure, so
it may not be natural in English native conversation.
However, the direct translation (word-to-word trans-
lation) is needed to explain the steps of our technique
because the emphasis is on specific words included in
utterance text.

Next, we focus on the keywords which help us i-
dentify a speech act of an utterance. The speech acts
we use in the example are “proposing”’, “explaining
details (incl. rationale)”, “questioning”, “answering
yes”, “answering no”, “answering others (neither yes
nor no)”, “agreement” and “disagreement” because
the meeting is in the phase where an analyst presents
his solution to the requirements and the users agree or
disagree to them. These speech acts allow us to iden-
tify which topics remain unsolved problems without
agreement.

We can easily identify that the utterance #1 ex-
plains rationale because it contains the specific key-
word “because”. In the example of the utterance #2,
we can identify that it has the speech act “Question-
ing” because of the occurrence of the key phrase “let
me ask a question”. Similarly the next utterance, i.e.
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Figure 5: Typical Pattern of Speech Act Transition

#3 can be recognized to be “Answering Yes” to the
utterance #2. We should mention the difference be-
tween English and Japanese again. In Japanese, un-
similar to English, questioning sentences can be easily
identified because they contain specific suffix words
expressing questions. The suffix words cannot be di-
rectly or explicitly translated into English, so they do
not appear in the Figure 4. We can identify which
utterances express question very easily in Japanese.
In the case of the utterance #5, it is not so easy to
decide that the utterance is a question only by focus-
ing specific words if we scan it word by word as an
English sentence. However it is easy in the case of
an original Japanese sentence because the suffix word
is included in it. The original utterance is “sosuruto
(then), sorting (sorting) mitaina koto (function) wo
suru wake (have) desu ka ?” and “ka” is the specific
word denoting a question.

Figure 5 shows a typical pattern of speech act tran-
sition in the analysts’ presentation phase. It is used
for identifying speech acts of the utterances that could
not be decided by the keywords and for identifying
referential relationships between utterances. Assume
that a participant gives “proposing”. According to
the figure, another participant or he typically gives
“(another) proposing”, “agreement”, “disagreement”,
“questioning”, or “explaining details” to the “propos-
ing”. Concentrate on the utterances #3 and #4 whose
speech acts are “answering yes” and “proposing”. We
did not have the typical transition from “answering
yes” to “proposing” as shown in Figure 5. It suggests
to us that the utterance #4 might not have referen-
tial relationship to the #3. Finally we decide which
utterance it has relationship to if any. The typical
transition patterns help us to decide the relationships.
Of course, however the final decision should be made
by human workers.

Finally we can construct the structure shown in



No. Speaker Speech Act Utterance Text
1 Analyst Explaining Details I would like to be able to improve the display layout because your
(Rationale) idea is not so good for displaying final contents afterwards.

2 User Questioning Let me ask a question. Can we change the topic node numbers?

3 Analyst Answering Yes Yes, you can change the numbers. When you delete a topic node
with a number, a gap of numbering is created. At that time, the
system can renumber the nodes to pack the gap. I will design the
system having this function.

4 Analyst Proposing It is also good that users can change the numbering.

5 User Questioning Then, can the system have the function of sorting?.

6  Analyst Answering Yes Yes, I think so. I don’t know that it’s possible or not yet. I will

try.

Figure 4: Example of Utterances
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Figure 6 from this utterance sequence.

3.3 Using Recorded Utterances

In this section, we will illustrate how to use the
structurally recorded utterances to clarify the advan-
tages of our technique in a practical setting.

Utterances in conversation contain not only de-
scriptive information but also speech acts such as
“commitment”, “supporting a solution”, “explaining a
rationale” and so on. This information is very impor-
tant and necessary to elicit exact requirements from
meeting activities. We will show how the information
is important and necessary by the example.

Suppose that Figures 7 %a) and (b) are utterance
texts which were given in different situations after the
utterance in Figure4. In both of them, the partici-
pants are discussing the function of the renumbering
the nodes. In Figure7 (a), as they could not remem-
ber the reason of adopting the renumbering function
they gave up including it. As a result, they lose the
advantage that the display layout could be improved.
In fact, we sometimes observed the same phenomena
in our experimental studies mentioned in section 4.

Assume that they have the meeting records in the
form of Figure 6. In contrast, the participants can re-

fer to the records with the speech act “Explaining De-
tails” and the domain-specific keyword “renumbering”
as a retrieval key, and can find the reason as shown
in Figure7 (b). As a result, they did not exclude the
renumbering function but find the alternative solution,
attaching two kinds of number-tags on the nodes.

The point of this example is that we can use speech
act information and domain-specific words to get deci-
sion rationale. If the size of documents and the meet-
ing time increases, it is difficult for us to remember all
of the elicitation processes or to retrieve useful infor-
mation efficiently. So extracting and holding the elici-
tation processes with speech act information is one of
the effective techniques to solve this problem. That
is to say, it can be used as a retrieval key to get the
useful information.

4 Experiments for Assessment

In this section, we introduce the experiments on
actual meetings of two projects and their analytic re-
sults. Furthermore we assess our technique mentioned
in the previous section based on the results.

4.1 Experimental Meetings

We applied our technique to two development
projects shown in Table 1.

The project#1 is for enhancing the hyper media
tool that have been used. An analyst has already col-
lected users’ requirements by questionnaires, so the
first meeting began with his introducing the users’ re-
quirements and his solutions to the requirements. The
analyst and two representative users had four meet-
ings and came to final agreement in the fourth meet-
ing. In the project#2, the developers would consider
how to support the procedure of a program chairper-
son of the international academic conference such as
ICRE’96. The customer, a program chair, explained
his tasks and problems in the first meeting. The ana-
lyst presented his solutions to the problems and they
discussed the analyst’s solutions from the second to
the final meetings. Each meeting of projects #1 and
#2 was from about 40 minutes to an hour and a half
long. All the utterances in the meetings were record-
ed. Just before a meeting, some documents such as
minutes and materials were distributed if any.

In the section 4.3, on account of space, we will in-
troduce the analytic result of the first meeting of the



No. Speaker Speech Act Utterance Text
1 User Explaining Details We often have a series of meetings, and we always refer to a specific
topic in the agenda or minutes with its number. For example, I
say “I would like to discuss again, topic number 9 in the agenda
of the previous meeting...”.

2 Analyst Proposing OK. So we should not change the topic-node numbers until the

series of the meetings ends.

3 Analyst Explaining Details But we have decided that the nodes in any agenda or minutes

should be renumbered when some nodes were deleted or inserted.

4 Analyst Proposing Shall we exclude the renumbering function?

) User Agreement Hum, I cannot remember the reason why we adopted the renum-

bering function, so we don’t need it.
(a) Utterance Example #1
No. Speaker Speech Act Utterance Text

4 Analyst Proposing Shall we exclude the renumbering function?

5 User Proposing Hum, wait a moment, I look for the meeting record related to the
topic “renumbering”. (referring to the structure shown in Figure
6)

6 User Explaining Details Because of improving the display layout, we have decided that the
nodes should be renumbered.

7  Analyst Proposal So, we can attach the two kinds of number-tags to the topics,
one comes from the order of occurrences. We never change this
numbering. The other one may be renumbered for improving the
display layout, it looks like section, subsection and subsubsection
numbers.

8 User Agreement Good idea.

(b) Utterance Example #2
Figure 7: Example of Subsequent Utterances
Table 1: Experimental Projects
Project#1 Project#2
System Hyper Media Tool Supporting Program Committee (PC)
Chairs
Participants || Analyst, Two Users Customer (PC Chair), Analyst, Designer
Meeting#1 || Analyst’s Presentation Customer’s Explanation
#2 Analyst’s Presentation Analyst’s Presentation
#3 Analyst’s Presentation Analyst’s Presentation
#4 Analyst’s Presentation, Agreement Analyst’s Presentation, Agreement




project #1, which was already introduced in the pre-
vious section.

4.2 Analytic and Assessment Procedure

Figure 8 shows the flow of our analytic studies. The
assessment point is whether our technique could “cor-
rectly” identify speech acts of the utterances. The
word “correctly” may be ambiguous because there
might be no correct answers about what speech act an
utterance has. In other words, the interpretation of an
utterance together with its context may be ambiguous
in some case and its ambiguity leads to impossibility of
identifying a speech act. To decide “correct” speech
acts of utterances, we emphasize objectivity. In the
case that almost persons have the same opinion, we
consider that the opinion is “correct”. Thus we have
two sub flows of our analytic studies — one is for de-
ciding “correct” speech acts objectively and the other
one is for applying our technique. As shown in the left
sub flow, we have three workers to decide the “correct”
speech acts. The right sub flow illustrates the flow of
our technique, and it is performed by a worker differ-
ent from the three workers. We compare the results
of applying our technique with the “correct” results
by the three workers. The details will be mentioned
together with its result in the next sub section.

4.3 Analytic Results

The first meeting had 289 utterances of the project
#1. After making utterance text, our worker decid-
ed the keywords (including domain-specific keywords),
speech acts and typical patterns of speech act transi-
tions. He partitioned the utterance text into segments
by using his decided domain-specific words. A part of
his selected domain-specific keywords and their occur-
rences are shown in Figure 9 in addition to Figure 3.
For extracting a segment, he used not only a single
word but also a set of the words that have semantical
relationship to each other. In particular, he often used
pairs of a verb and a noun which co-occur in the utter-
ance records. In the case of Figure 3, the word “sort”
occurred with the word “number” in the utterance
record. The reason is that the renumbering function
contained “sorting nodes by numbers” in the system.
So he used these words to extract the segment whose
topic was concerned with the renumbering function.
Each row in Figure 9 shows a set of the words that
have semantical relationship. The occurrence times is
measured in one minute interval. For example, the
words “Parent”, “Child” or “Relation” was uttered at
four times in the interval between 6 and 7 minutes af-
ter the meeting started. He could have topics from the
utterance records by the domain-specific keywords of
Figures 3 and 9, and finally composed the specification
document having seven items.

Next, the other three workers labelled the segment-
ed utterance text with speech acts independently. The
speech acts they used have been already introduced
in the previous section, i.e. “proposing”, “explaining
details (incl. rationale)”, “questioning”, “answering
yes”, “answering no”, “answering others”, “agreemen-
t” and “disagreement”. These speech acts were decid-
ed by the worker who partitioned the utterance record
in the previous step, i.e. different from the worker-
s who labelled the utterances. If a worker could not
find a suitable speech act of an utterance, he did not

Table 2: Keywords for Recognizing “Proposing”

T think, T recommend, T propose, Shall I, Then, Or,
Otherwise, Well, No other way

Table 3: Identifying Speech Act by Keywords

Speech Act Total Correct FError (%)
Proposing 70 40 13 57
Agreement 18 11 1 61
Disagreement 26 19 9 73
Explaining Details 17 14 4 82
Questioning 43 25 11 58
Answering Yes 9 8 0 89
Answering No 2 1 0 50
Answering Others 15 9 1 60
Not Classified 11 - - -
Total 211 131 52 62

(%) = Correct + Total

label it. If the labelling of three workers split, we de-
cided a speech act by majority. It means that a speech
act of an utterance can be identified only if more than
one worker label the utterance with the same speech
act. The majority principle allows us to have stable
and objective results on labelling of speech acts. As a
result, we could have the result that 73% of the utter-
ances, i.e. 211 of 289, have “correct” speech acts.

The keywords used for recognizing “proposing” ut-
terances are listed in Table 2. Conversely speaking,
“proposing” utterances often contain these words in
Japanese. Again, note that the words are direct trans-
lations from Japanese to English and one-to-one trans-
lation is impossible in some case. In fact, the original
Japanese words that we used were 24, and 14 of the
24 words appears at the head of utterances and the
remainder at their tails?. Variations of the words and
the phrases in English, e.g “I would like to recom-
mend” and “We think” etc., are omitted in the table
on account of space.

Table 3 shows the comparative results of identify-
ing speech acts by the keywords with three workers’
labelling. As the table shows, 70 utterances of 211 ut-
terances, which are successfully labelled by the three
workers, were decided to have the speech act “propos-
ing”. 40 utterances of the 70s contained the keywords
listed in Table 2, while the utterances which were not
“proposing” despite containing the keywords were 13.
The comparative result tell us that, given a speech ac-
t, we can detect correctly about 60% of the utterances
having the speech act by means of the keyword search.

Figure 10 shows the transition patterns which were
extracted from the utterance records of the meeting

2In Japanese sentences, words in their heads and in their
tails, i.e. the first words and the last words have significant
effect on their meaning.




Utternace Records ]
Performed by a Single Worker
ARRRARAAARAR AR l """""""""""""""" withr our technique -~ :

Segmentation to Topics
by Domain-specific Keywords

Decide a set of Speech Acts,
Keywords and Transition Patterns

Performed by Three Workers
without using our technique

£ yyAu|
y 4 1 . .
Label Utterances . | Identify Speech Acts
with Speech Acts .| of Utternaces by the Keywords

W/

Merge Three Labellings

L : Utt erAnces
based on Mgority wi t i/ Speech Acts

Typical Transition Patterns

Transition P

e Compare Two Results

Applicability of Qur Techni que

Figure 8: Flow of Analytic Studies

Occurrence Times total Domain-specific Keywords
(one minute interval)
-10 20 30

0000004002 0000100000 0500003643 0004073 42  Parent, Child, Relation

0000000000 1100031581 2050000010 0000000 28  Resize, Magnify, Reduce

0000000001 6873775200 1000000000 0000000 47  gs, Ghostscript, ps, Postscript, Figure, Drawing, Screen
0001000100 0000000343 1300000000 0000000 16  Font, Character, Dot

0000102000 1000000200 0100000100 0003667 32  Pack, Connect, Cut, Delete, Cancel, Dismiss
0000000000 0000221001 1200000001 1110000 13  Structure, Tree, Hierarchy

Figure 9: Occurrences of Domain-specific Keywords
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Figure 10: Extracted Transitions of Speech Acts

#1. Each number on a transition (arrow) in the fig-
ure expresses how many times the transition occurred.
The transitions drawn with dotted lines are not the
typical ones and they did not appear in Figure 5. As
the transitions where pairs of the speech acts could be
decided were 122 in total, we can see that 84 % of the
transitions follow the typical patterns of Figure 5.

From the analyst’s presentation phases in the other
meetings listed up in Table 1, we have got the sim-
ilar results, i.e. about 60 % of speech acts could be
detected by the keyword set and 70 or 80 % of the
transitions followed the typical pattern. We have an
interesting finding about the occurrence times of the
speech acts. As the meetings were held repeatedly,
the occurrences of the speech act “explaining details”
increased while “proposing” decreased. In the third
meeting, we had 15 “proposing” and 63 “explaining
details” in the 190 utterances while 70 “proposing”
and 17 “explaining details” in the first meeting. The
analyst tended to concentrate not on proposing new
solutions to the requirements but on getting users’ a-
greements by explaining the details in the meetings
close to the last meeting.

5 Discussion

In the following part of this section, we discuss the
limitations and the directions of future work which is
necessary to put our technique into practice.

5.1 Scope of Our Technique

Our goal in this paper is to introducing the tech-
nique to transform the meeting transcriptions into re-
quirements elicitation processes. Extracting and hold-
ing the elicitation process is very useful to manage the

requirements changes. And when the participants dis-
cuss the requirements to be decided, for example, they
check what is already decided or not, it is very use-
ful to refer to the records of the elicitation processes
which were performed before.

We should note that this paper presents just ex-
tracting elicitation processes not requirement elicita-
tion itself yet. It means that the paper has not yet re-
ferred to the technique to elicit from the record of the
elicitation processes the complete requirements which
all the participants agreed and came to conclusion-
s. For example, we do not mention the technique or
the algorithm to detect automatically conflict require-
ments and to extract the topics to be debated from the
elicitation processes. The studies discussed in [3] and
[2] suggest this kind of techniques and our technique
may be applicable in a preceding stage of requirements
elicitation based on them.

5.2 Keywords

It is possible to collect domain-specific keywords
to a thesaurus as domain knowledge for each prob-
lem domain. These lexical resources are also useful
after requirements analysis phase. In this paper, we
have not discussed the advantages of the combination
of multiple keywords so much. However focusing on
the co-occurrences of the multiple words increases the
quality of the segmentation of utterance records. In
Figure 3, we simply used the combination of a verb
and a noun. We often use demonstrative pronoun-
s such as “it”, “they”, “that”, etc. in conversation.
These words can help us identify the referential rela-
tionship between utterances. It is one of our future
work how to deal with them.

5.3 Speech Acts

A set of speech acts with which utterances are la-
belled depend on the phases of meetings. In this pa-
per, we considered analysts’ presentation phase alone.
We should have many case studies to extract a stable
set of speech acts and their transition patterns. The
keywords for identifying speech acts also depend on
speakers. Thus, when identifying its speech act, we
should consider who gives an utterance.

In speech act transition patterns, we only consid-
ered a pair of the temporally adjacent utterances. In
fact, we found that some utterances which were tem-
porally separated had referential relationship in the
utterance records. For example, in the case that sev-
eral participants answered yes to a question, its se-
quence of speech acts was “questioning — answering
yes — - -- — answering yes”. The last “answering yes”
did not appear immediately after the “questioning”
and this may make it difficult to identify the relation-
ship among them. Thus we should consider not only
an utterance immediately after the utterance but also
several utterances after it. Exploring co-occurrences
of domain-specific words help us identify referential re-
lationship among the utterances which are temporally
separated.

We never think that all of the utterances can have
a unique speech act, so it is ambiguous for determin-
ing speech act of an utterance. In fact, we had much
experiences that an utterance had several speech acts.
If the speech acts of the utterance is really ambiguous,
it is really ambiguous to human beings. In this case,



it is useless to force computers to determine which
speech act it has but the case can suggest to its speak-
er that he or she should speak it again more clearly.
Our technique may be able to detect which utterances
have ambiguity. One problem is when this ambiguity
detection and clarification should be done. If it is per-
formed online, i.e. during the meeting, it may interfere
with the natural flow of the conversation. Usually, we
have a series of the meetings until getting agreement.
We think that the ambiguity detection would be done
among the meetings to get the natural conversation
flow. If the analysts detect the ambiguous utterances
and they cannot solve them, they pick up their clari-
fication as agenda in the next meeting.

As some linguists pointed out[8], there are limita-
tions of speech act theory to model human commu-
nication. Speech act theory could not handle auto-
matic requirements elicitation or represent linguistic
phenomena, e.g. detecting contradictions appearing in
requirements elicitation, although we could make elab-
orated speech act theory. We do not think that speech
act theory can formalize all phenomena in the elicita-
tion process. It is helpful just for the participants to
retrieve information they want by using speech acts
as a kind of retrieving keys. To elicit requirements
from the records of the elicitation processes, including
how to discuss the topics in the meetings, is essentially
human task. The structure of the records can just sup-
port the activities of this task. As shown in section
3.3, our participants could elicit alternative solution
with the aids of the structured process.

5.4 Speech Processing

The task to write down the utterances to text needs
much human efforts. If it could be automatically or
semi-automatically performed by computer, we could
reduce the difficulty of our tasks. Currently complete
speech recognition on computers, in particular recog-
nition of non-restricted conversation, are technically
still impossible. However word spotting technique to
extract specific words from conversation has paid off
very much. Since our technique is based on focus-
ing specific keywords, automatic processing on utter-
ances has bright possibility by using word spotting
technique.
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